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Abstract 

Statistical convergence, built on the density of natural numbers, was 

independently defined by Steinhaus and Fast in 1951, has become one of the 

most active mathematics research areas. Many authors have recently thought 

about it in various metric spaces, and many valuable results have been 

obtained. In this work, we propose the notions of λ−statistical convergence 

and λ−statistical Cauchy sequences in intuitionistic fuzzy metric spaces. 

Afterward, we establish the relation between these concepts. 

1.Introduction and Background 

Convergence is one of the important concepts in mathematics. Many 

scientists have done and are doing many studies on this concept. Statistical 

convergence, which is a generalization of convergence in the ordinary 

sense, was first defined independently in 1951 by Fast [1] and Steinhaus 

[2]. Many scientists have worked on the concept of statistical convergence 

[3–8]. 
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Definition 1.1. [3] Let (ℝ, |. |) be a metric space, (𝑦𝑛) be a sequence in 

ℝ, and 𝑦0 ∈ ℝ. Then, a sequence (𝑦𝑛) is called statistically convergent to 

𝑦0, if, for all 𝜀 > 0, 

𝛿({𝑛 ∈ ℕ ∶ |𝑦𝑛 − 𝑦0| ≥ 𝜀}) =  0. 

      The concept of 𝜆−statistical convergence concept was proposed by 

Mursaalen [8] in 2000 as follows: 

Definition 1.2. [8] Let 𝜆 =  (𝜆𝑘) be a non-decreasing sequence of 

positive numbers tending to ∞ such that   𝜆𝑘+1 ≤ 𝜆𝑘  +  1, 𝜆1 = 0. Let 

𝐴 ⊆ ℕ. The number 

𝛿𝜆(𝐴) ≔ lim
𝑘

|{𝑡 ∈ 𝐼𝑘 ∶ 𝑡 ∈ 𝐴}|

𝜆𝑘
 

is referred to be the 𝜆-density of 𝐴, where 𝐼𝑘 = [𝑘 − 𝜆𝑘 + 1, 𝑘]. If 𝜆𝑘 = 𝑘 

for all 𝑘, then 𝜆-density is reduced to the asymptotic density. 

Definition 1.3. [8] Let (ℝ, |. |)  be a metric space, (𝑦𝑛) be a sequence 

in ℝ, and 𝑦0 ∈ ℝ. Then, a sequence (𝑦𝑛) is referred to be 𝜆−statistical 

convergent to the number 𝑦0, if, for all 𝜀 > 0, 

𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ |𝑦𝑛 − 𝑦0| ≥ 𝜀}) =  0. 

In this case we write 𝑆𝜆 − lim𝑛→∞ 𝑦𝑛 = 𝑦0. 

Many people have worked to explain some conditions that mathematics 

could not explain in life. Fuzzy sets, which is one of them, was explained 

by Zadeh [9] in 1965. Here, who introduced the concepts of fuzzy set and 

degree of membership for the first time Zadeh, inclusion, intersection, 

union, complement operations of set theory with like correlation and 

convexity defined many properties. 

Definition 1.4. [9] A fuzzy set (FS) 𝐹, defined on a universe of 

discourse 𝐸, is characterized by a membership function 𝜑𝐹(𝑥) that assigns 

any element 𝑥 ∈ 𝐸 a real valued grade of membership in 𝐹. By definition, 

the values 𝜑𝐹(𝑥) may lie within the closed interval [0,1]. The FS is 

represented as: 𝐹 = {(𝑥, 𝜑𝐹(𝑥) ∶ 𝑥 ∈ 𝐸}. 

In 1986, Atanassov [14] extended fuzzy set. By adding the idea of not 

belonging to the degree of belonging to the fuzzy set, he defined the 
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intuitive fuzzy set concept, which is a generalization of the fuzzy set 

concept. 

Definition 1.5. [14] An intuitionistic fuzzy sets (IFS) F, defined on a 

universe of discourse E, is characterized by a membership function 

𝜑𝐹(𝑥) and a non-membership function 𝜗𝐹(𝑥) for any element 𝑥 ∈ 𝐸. The 

IFS is represented as: 𝐹 = {(𝑥, 𝜑𝐹(𝑥), 𝜗𝐹(𝑥)) ∶ 𝑥 ∈ 𝐸} where 𝜑𝐹(𝑥) +

𝜗𝐹(𝑥) ≤ 1. 

Remark 1.6. [14] Every fuzzy set is obviously an intuitionistic fuzzy 

set. 

Now, we recall some basic definitions such as t-norm, t-conorm and 

others besides some related properties given by Schweizer and Sklar [10]. 

Definition 1.7. [10] Let 𝑇 ∶ [0,1]2 → [0,1] be a function. Then 𝑇 is 

referred to be triangular norm (t-norm), if these axioms are satisfied: for all 

𝑘, 𝑙,𝑚, 𝑛 ∈ [0,1], 

1. 𝑇(𝑘, 1) = 𝑘 

2. 𝑇(𝑘, 𝑙) = 𝑇(𝑙, 𝑘) 

3. If 𝑘 ≤ 𝑚, 𝑙 ≤ 𝑛, then 𝑇(𝑘, 𝑙) ≤ 𝑇(𝑚, 𝑛), 

4. 𝑇(𝑇(𝑘, 𝑙),𝑚) = 𝑇(𝑘, 𝑇(𝑙,𝑚)). 

Definition 1.8. [10] Let 𝑆 ∶ [0,1]2 → [0,1] be a function. Then 𝑆 is 

called triangular conorm (t-conorm), if these axioms are satisfied: for all 

𝑘, 𝑙,𝑚, 𝑛 ∈ [0,1], 

1. 𝑆(𝑘, 0) = 𝑘 

2. 𝑆(𝑘, 𝑙) = 𝑆(𝑙, 𝑘) 

3. If 𝑘 ≤ 𝑚, 𝑙 ≤ 𝑛, then 𝑆(𝑘, 𝑙) ≤ 𝑆(𝑚, 𝑛), 

4. 𝑆(𝑆(𝑘, 𝑙),𝑚) = 𝑆(𝑘, 𝑆(𝑙,𝑚)). 

Example 1.9. [10] According to the previous two definitions, these 

operators are basic examples of t-norm and t-conorms, respectively. 

1. 𝑇(𝑘, 𝑙) = 𝑘𝑙 

2. 𝑇(𝑘, 𝑙) = min {𝑘, 𝑙} 
3. 𝑆(𝑘, 𝑙) = max {𝑘, 𝑙} 
4. 𝑆(𝑘, 𝑙) = min {𝑘 + 𝑙, 1} 

In addition, fuzzy metric spaces (FMSs) extend metric spaces by 

introducing degrees of membership or fuzziness of points. Kramosil and 
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Michalek [11] and Kaleva and Seikkala [12] were among the first to 

investigate FMSs. Building on Kramosil and Michalek’s [11] work, George 

and Veermani [13] redefined the concept of FMSs by utilizing a 

continuous t-norm and obtained the Haussdorf topology of these spaces. 

Lately, with the help of Definition 1.7 and 1.8; Park [15] has recently 

proposed intuitionistic fuzzy metric spaces (IFMS) as follows: 

Definition 1.10. [15] Let 𝔹 be an arbitrary set, 𝑇 be a continuous t-

norm, 𝑆 be a continuous t-conorm, and 𝜑, 𝜗 be fuzzy sets on 𝔹2 × (0,∞). 

If 𝜑 and 𝜗 satisfy these conditions: for all 𝑘, 𝑙,𝑚 ∈ 𝔹 and 𝑢, 𝑠 > 0, 

1. 𝜑(𝑘, 𝑙, 𝑢) + 𝜗(𝑘, 𝑙, 𝑢) ≤ 1 
2. 𝜑(𝑘, 𝑙, 𝑢) > 0 

3. 𝜑(𝑘, 𝑙, 𝑢) = 1 ⇔ 𝑘 = 𝑙 

4. 𝜑(𝑘, 𝑙, 𝑢) = 𝜑(𝑙, 𝑘, 𝑢) 

5. 𝜑(𝑘,𝑚, 𝑢 + 𝑠) ≥ 𝑇(𝜑(𝑘, 𝑙, 𝑢), 𝜑(𝑙,𝑚, 𝑠)) 

6. The function 𝜑(𝑘, 𝑙, . ) ∶ (0,∞) → (0,1] is continuous 

7. 𝜗(𝑘, 𝑙, 𝑢) > 0 
8. 𝜗(𝑘, 𝑙, 𝑢) = 0 ⇔ 𝑘 = 𝑙 
9. 𝜗(𝑘, 𝑙, 𝑢) = 𝜗(𝑙, 𝑘, 𝑢) 

10. 𝜗(𝑘,𝑚, 𝑢 + 𝑠) ≤ 𝑆(𝜗(𝑘, 𝑙, 𝑢), 𝜗(𝑙,𝑚, 𝑠)) 

11. The function 𝜗(𝑘, 𝑙, . ) ∶ (0,∞) → (0,1] is continuous 

then a 5-tuple (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) is called an intuitionistic fuzzy metric space. 

The values 𝜑(𝑘, 𝑙, 𝑢) and 𝜗(𝑘, 𝑙, 𝑢) stand for the degree of membership 

and non-membership between 𝑘 and 𝑙 concerning 𝑢, respectively. 

Example 1.11. [15] Suppose (𝔹, 𝑑) is a metric space. Define 𝑇(𝑘, 𝑙) =

𝑘𝑙 and 𝑆(𝑘, 𝑙)min {𝑘 + 𝑙, 1} for all 𝑘, 𝑙 ∈ [0,1], and suppose that 𝜑 and 𝜗 

are fuzzy sets on 𝔹2 × (0,∞) defined as 

𝜑(𝑘, 𝑙, 𝑢) =
𝑢

𝑢 + 𝑑(𝑘, 𝑙)
 and 𝜗(𝑘, 𝑙, 𝑢) =

𝑑(𝑘, 𝑙)

𝑢 + 𝑑(𝑘, 𝑙)
 

for 𝑘, 𝑙 ∈ 𝔹 and 𝑢 > 0. Then (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) is an IFMS. 

     In addition, convergence and Cauchy sequence in IFMS are as follows: 
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Definition 1.12. [15] Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS. Then, a sequence 

(𝑦𝑛) in 𝔹 is said to be convergent to 𝑦0 ∈ 𝔹 concerning IFM (𝜑, 𝜗), if, for 

all 𝜀 ∈ (0,1) and 𝑢 > 0, there exists 𝑛𝜀 ∈ ℕ such that 𝑛 ≥ 𝑛𝜀  
implies 

𝜑(𝑦𝑛, 𝑦0, 𝑢) > 1 − 𝜀 and 𝜗(𝑦𝑛, 𝑦0, 𝑢) < 𝜀 

or equivalently 

lim
𝑛→∞

𝜑(𝑦𝑛, 𝑦0, 𝑢) = 1 and lim
𝑛→∞

𝜗(𝑦𝑛, 𝑦0, 𝑢) = 0 

and is denoted by 

𝜑
𝜗
− lim𝑛→∞ 𝑦𝑛 = 𝑦0 or 𝑦𝑛

𝜑
𝜗
→ 𝑦0 as 𝑛 → ∞. 

Definition 1.13. [15] Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS. Then, a sequence 

(𝑦𝑛) is referred to as a Cauchy sequence in 𝔹 concerning IFM (𝜑, 𝜗), if, for 

all 𝑢 > 0 and 𝜀 ∈ (0,1), there exists 𝑛𝜀 ∈ ℕ such that 𝑛,𝑁 ≥ 𝑛𝜀implies 

𝜑(𝑦𝑛, 𝑦𝑁, 𝑢) > 1 − 𝜀 and 𝜗(𝑦𝑛, 𝑦𝑁, 𝑢) < 𝜀 

or equivalently 

lim
𝑛,𝑁→∞

𝜑(𝑦𝑛, 𝑦𝑁, 𝑢) = 1 and lim
𝑛,𝑁→∞

𝜗(𝑦𝑛, 𝑦𝑁, 𝑢) = 0. 

     Statistical convergence and Cauchy sequence in IFMS was expressed in 

2022 by Varol [16] as follows: 

Definition 1.14. [16] Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS. Then, a sequence 

(𝑦𝑛) in 𝔹 is called statistically convergent to 𝑦0 ∈ 𝔹 concerning IFM (𝜑, 𝜗), 

if, for all 𝜀 ∈ (0,1) and 𝑢 > 0, 

𝛿({𝑛 ∈ ℕ ∶ 𝜑(𝑦𝑛, 𝑦0, 𝑢) ≤ 1 − 𝜀 or 𝜗(𝑦𝑛, 𝑦0, 𝑢) ≥ 𝜀}) = 0 

or equivalently 

lim
𝑛→∞

|{𝑘 ∈ ℕ ∶ (𝑘 ≤ 𝑛) and (𝜑(𝑦𝑘 , 𝑦0, 𝑢) ≤ 1 − 𝜀 or 𝜗(𝑦𝑘, 𝑦0, 𝑢) ≥ 𝜀)}|

𝑛
= 0. 

Definition 1.15. [16] Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS. Then, a sequence 

(𝑦𝑛) is referred to be a statistical Cauchy sequence in 𝔹 concerning IFM 

(𝜑, 𝜗), if, for all 𝜀 ∈ (0,1) and 𝑢 > 0, there exists 𝑁 ∈ ℕ such that 

𝛿({𝑛 ∈ ℕ ∶ 𝜑(𝑦𝑛, 𝑦𝑁, 𝑢) ≤ 1 − 𝜀 or 𝜗(𝑦𝑛, 𝑦𝑁, 𝑢) ≥ 𝜀}) = 0. 
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2.Main Results 

     This section defines 𝜆−statistical convergence, 𝜆−statistical Cauchy 

sequences in IFMSs. In addition, it provides some of basic properties. 

Definition 2.1. Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS. Then, a sequence (𝑦𝑛) 

in 𝔹 is said to be 𝜆−statistically convergent to 𝑦0 ∈ 𝔹 concerning IFM 

(𝜑, 𝜗), if, for all 𝜀 ∈ (0,1) and 𝑢 > 0, 

𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦0, 𝑢) > 1 − 𝜀 and 𝜗(𝑦𝑛, 𝑦0, 𝑢) < 𝜀}) = 1 

or equivalently 

𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦0, 𝑢) ≤ 1 − 𝜀 or 𝜗(𝑦𝑛, 𝑦0, 𝑢) ≥ 𝜀}) = 0 

and is denoted by 

𝜑
𝜗
𝑆𝜆 − lim𝑛→∞ 𝑦𝑛 = 𝑦0 or 𝑦𝑛

𝜑
𝜗
𝑆𝜆
→  𝑦0 as 𝑛 → ∞. 

Example 2.2. Let 𝔹 = ℝ, 𝑇(𝑚1, 𝑚2) = 𝑚1𝑚2, and 𝑆(𝑚1, 𝑚2) =

min {𝑚1 +𝑚2, 1} for all 𝑚1, 𝑚2 ∈ [0,1]. Define 𝜑 and 𝜗 by 

𝜑(𝑘, 𝑙, 𝑢) =
𝑢

𝑢 + |𝑘 − 𝑙|
 and 𝜗(𝑘, 𝑙, 𝑢) =

|𝑘 − 𝑙|

𝑢 + |𝑘 − 𝑙|
 

for all 𝑘, 𝑙 ∈ ℝ and 𝑢 > 0. Then, (ℝ, 𝜑, 𝜗, 𝑇, 𝑆) is an IFMS. Now define a 

sequence (𝑦𝑡) by 

𝑦𝑡 = {
𝑡, if 𝑘 − [√𝜆𝑘] + 1 ≤ 𝑡 ≤ 𝑘

0,                                otherwise
 

Let 

𝐾(𝑢, 𝜀) = {𝑡 ∈ 𝐼𝑘: 𝜑(𝑦𝑡, 0, 𝑢) ≤ 1 − 𝜀 or 𝜗(𝑦𝑡, 0, 𝑢) ≥ 𝜀} 

for 𝜀 ∈ (0,1) and 𝑢 > 0. Then 

𝐾(𝑢, 𝜀) = {𝑡 ∈ 𝐼𝑘 ∶
𝑢

𝑢 + |𝑦𝑡|
≤ 1 − 𝜀 or 

|𝑦𝑡|

𝑢 + |𝑦𝑡|
≥ 𝜀} 

 = {𝑡 ∈ 𝐼𝑘 ∶ |𝑦𝑡| ≥
𝜀𝑢

1 − 𝜀
> 0} 

 = {𝑡 ∈ 𝐼𝑘: |𝑦𝑡| = 𝑡} 

 = {𝑡 ∈ 𝐼𝑘 ∶  𝑘 − [√𝜆𝑘] + 1 ≤ 𝑡 ≤ 𝑘} 

and therefore, we get 

|𝐾(𝑢, 𝜀)|

𝜆𝑘
=
|{𝑡 ∈ 𝐼𝑘 ∶  𝑘 − [√𝜆𝑘] + 1 ≤ 𝑡 ≤ 𝑘}|

𝜆𝑘
≤
√𝜆𝑘
𝜆𝑘
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which implies that lim𝑘→∞
|𝐾(𝑢,𝜀)|

𝜆𝑘
= 0. Hence, 𝛿𝜆(𝐾(𝑢, 𝜀)) = 0 implies that        

𝑦𝑡

𝜑
𝜗
𝑆𝜆
→  0 as 𝑡 → ∞. 

 

Lemma 2.3. Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS, (𝑦𝑛) be a sequence in 𝔹, 

and 𝑦0 ∈ 𝔹. Then, for all 𝜀 ∈ (0,1) and 𝑢 > 0, the following are equivalent: 

1. 
𝜑
𝜗
𝑆𝜆 − lim𝑛→∞ 𝑦𝑛 = 𝑦0; 

2. 𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦0, 𝑢) ≤ 1 − 𝜀 }) = 𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶  𝜗(𝑦𝑛, 𝑦0, 𝑢) ≥
𝜀}) = 0; 

3. 𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦0, 𝑢) > 1 − 𝜀 }) = 𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ 𝜗(𝑦𝑛, 𝑦0, 𝑢) <
𝜀}) = 1. 

Proof. It can be straightforwardly proved using Definition 2.1 and the 

density function’s properties.  

Theorem 2.4. Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS. If a sequence (𝑦𝑛) in 𝔹 is 

𝜆−statistically convergent concerning IFM (𝜑, 𝜗), then its limit is unique. 

Proof. Suppose that 

𝜑
𝜗
𝑆𝜆 − lim𝑛→∞ 𝑦𝑛 = 𝑦1, 

𝜑
𝜗
𝑆𝜆 − lim𝑛→∞ 𝑦𝑛 = 𝑦2, and 

𝑦1 ≠ 𝑦2. For a given 𝜀 ∈ (0,1), choose 𝜅 ∈ (0,1) such that 𝑇(1 − 𝜅, 1 −

𝜅) > 1 − 𝜀 and 𝑆(𝜅, 𝜅) < 𝜀. Then, for all 𝑢 > 0, let 

𝐾1(𝜅, 𝑢):= {𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦1, 𝑢 ) ≤ 1 − 𝜅}, 

𝐾2(𝜅, 𝑢): = {𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦2, 𝑢) ≤ 1 − 𝜅}, 

𝐿1(𝜅, 𝑢): = {𝑛 ∈ 𝐼𝑘 ∶ 𝜗(𝑦𝑛, 𝑦1, 𝑢) ≥ 𝜅}, 

𝐿2(𝜅, 𝑢): = {𝑛 ∈ 𝐼𝑘 ∶ 𝜗(𝑦𝑛, 𝑦2, 𝑢) ≥ 𝜅}. 

So from (𝑦𝑛) is 𝜆-statistically convergent to 𝑦1 
and Lemma (2.3), 

𝛿𝜆(𝐾1(𝜅, 𝑢)) = 0 and 𝛿𝜆(𝐿1(𝜅, 𝑢)) = 0. 

Also using (𝑦𝑛) is 𝜆-statistically convergent to 𝑦2 
and Lemma (2.3), 

𝛿𝜆(𝐾2(𝜅, 𝑢)) = 0 and 𝛿𝜆(𝐿2(𝜅, 𝑢)) = 0. 

Let 

𝐾𝜑𝜗(𝜅, 𝑢) ≔ (𝐾1(𝜅, 𝑢) ∪ 𝐾2(𝜅, 𝑢)) ∩ (𝐿1(𝜅, 𝑢) ∪ 𝐿2(𝜅, 𝑢)). 
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Hence, 𝛿𝜆 (𝐾𝜑𝜗(𝜅, 𝑢)) = 0 which implies that 𝛿𝜆 (ℕ ∖ 𝐾𝜑𝜗(𝜅, 𝑢)) = 1. 

If 𝑛 ∈ ℕ ∖ 𝐾𝜑𝜗(𝜅, 𝑢), then we have two options: 

𝑛 ∈ ℕ ∖ (𝐾1(𝜅, 𝑢) ∪ 𝐾2(𝜅, 𝑢)) or 𝑛 ∈ ℕ ∖ (𝐿1(𝜅, 𝑢) ∪ 𝐿2(𝜅, 𝑢)) 

Let us consider 𝑛 ∈ ℕ ∖ (𝐾1(𝜅, 𝑢) ∪ 𝐾2(𝜅, 𝑢)). Then, we obtain 

𝜑(𝑦1, 𝑦2, 𝑢) ≥ 𝑇 (𝜑 (𝑦1, 𝑦𝑛,
𝑢

2
) , 𝜑 (𝑦𝑛, 𝑦2,

𝑢

2
)) > 𝑇(1 − 𝜅, 1 − 𝜅) > 1 − 𝜀 

Therefore, 𝜑(𝑦1, 𝑦2, 𝑢) > 1 − 𝜀 and since 𝜀 ∈ (0,1) is arbitrary, 

𝜑(𝑦1, 𝑦2, 𝑢) = 1 for all 𝑢 > 0, which implies 𝑦1 = 𝑦2. 

Now, let us consider 𝑛 ∈ ℕ ∖ (𝐿1(𝜅, 𝑢) ∪ 𝐿2(𝜅, 𝑢)). Then, 

𝜗(𝑦1, 𝑦2, 𝑢) ≤ 𝑆 (𝜗 (𝑦1, 𝑦𝑛,
𝑢

2
) , 𝜗 (𝑦𝑛, 𝑦2,

𝑢

2
)) < 𝑆(𝜅, 𝜅) < 𝜀 

Since 𝜀 ∈ (0,1) is arbitrary, we obtain 𝜗(𝑦1, 𝑦2, 𝑢) = 1 for all 𝑢 > 0, which 

implies 𝑦1 = 𝑦2.  

Theorem 2.5. Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS and (𝑦𝑛) be a sequence 

in 𝔹. If (𝑦𝑛) is convergent to 𝑦0 ∈ 𝔹 concerning IFM (𝜑, 𝜗), then (𝑦𝑛) is 

𝜆−statistically convergent to y
0 
concerning IFM (𝜑, 𝜗). 

Proof. Let (𝑦𝑛) be convergent to 𝑦0 ∈ 𝔹. Then, for all 𝜀 ∈ (0,1) and 

𝑢 > 0, there exists 𝑛0 ∈ ℕ such that 𝜑(𝑦𝑛, 𝑦0, 𝑢) > 1 − 𝜀 and 𝜗(𝑦𝑛, 𝑦0, 𝑢) <

𝜀. Hence, the set 

𝐴(𝜀) = {𝑛 ∈ ℕ ∶  𝜑(𝑦𝑛, 𝑦0, 𝑢) ≤ 1 − 𝜀 or 𝜗(𝑦𝑛, 𝑦0, 𝑢) ≥ 𝜀} 

has a finite number of terms. Also, 

𝐴(𝜀) ⊃ {𝑛 ∈ 𝐼𝑘 ∶  𝜑(𝑦𝑛, 𝑦0, 𝑢) ≤ 1 − 𝜀 or 𝜗(𝑦𝑛, 𝑦0, 𝑢) ≥ 𝜀}. 

Consequently, 

𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦0, 𝑢) ≤ 1 − 𝜀 or  𝜗(𝑦𝑛, 𝑦0, 𝑢) ≥ 𝜀}) = 0 

     The converse of the theorem is not always hold. 

Example 2.6. Let 𝔹 = ℝ, 𝑇(𝑚1, 𝑚2) = 𝑚1𝑚2, and 𝑆(𝑚1, 𝑚2) =

min {𝑚1 +𝑚2, 1} for all 𝑚1, 𝑚2 ∈ [0,1]. Define 𝜑 and 𝜗 by 
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𝜑(𝑘, 𝑙, 𝑢) =
𝑢

𝑢 + |𝑘 − 𝑙|
 and 𝜗(𝑘, 𝑙, 𝑢) =

|𝑘 − 𝑙|

𝑢 + |𝑘 − 𝑙|
 

for all 𝑘, 𝑙 ∈ ℝ and 𝑢 > 0. Then, (ℝ, 𝜑, 𝜗, 𝑇, 𝑆) is an IFMS. Now define a 

sequence (𝑦𝑡) by 

𝑦𝑡 = {
𝑡, if 𝑘 − [√𝜆𝑘] + 1 ≤ 𝑡 ≤ 𝑘

0,                                otherwise
 

From Example 2.2 (𝑦𝑡) is 𝜆−statistically convergent to 0. On the other 

hand, (𝑦𝑡) is not convergent to 0 with the respect to IFM (𝜑, 𝜗), since 

𝜑(𝑦𝑡, 0, 𝑢) =
𝑢

𝑢 + |𝑦𝑡|
= {

𝑢

𝑢 + 𝑡
, if 𝑘 − [√𝜆𝑘] + 1 ≤ 𝑡 ≤ 𝑘

0,                                     otherwise
≤ 1 

and 

𝜗(𝑦𝑡, 0, 𝑢) =
|𝑦𝑡|

𝑢 + |𝑦𝑡|
= {

𝑡

𝑢 + 𝑡
, if 𝑘 − [√𝜆𝑘] + 1 ≤ 𝑡 ≤ 𝑘

0,                                     otherwise
≥ 0. 

   

Definition 2.7. Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS. Then, a sequence (𝑦𝑛) is 

referred to be a 𝜆−statistically Cauchy sequence in 𝔹 concerning IFM 

(𝜑, 𝜗), if, for all 𝜀 ∈ (0,1) and 𝑢 > 0, there exists 𝑚 ∈ ℕ such that 

𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦𝑚, 𝑢) > 1 − 𝜀 and 𝜗(𝑦𝑛, 𝑦𝑚, 𝑢) < 𝜀}) = 1 

or equivalently 

𝛿𝜆({𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦𝑚, 𝑢) ≤ 1 − 𝜀 or 𝜗(𝑦𝑛, 𝑦𝑚, 𝑢) ≥ 𝜀}) = 0. 

Theorem 2.8. Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS and (𝑦𝑛) be a sequence in 

𝔹. Then, a sequence (𝑦𝑛) is a Cauchy sequence concerning IFM (𝜑, 𝜗), 

then it is a 𝜆− statistical Cauchy sequence concerning IFM (𝜑, 𝜗). 

Proof. The proof is similar to Theorem 2.5.  

Theorem 2.9. Let (𝔹, 𝜑, 𝜗, 𝑇, 𝑆) be an IFMS. A sequence (𝑦𝑛) is 

𝜆−statistically convergent concerning IFM (𝜑, 𝜗), then it is a 

𝜆−statistically Cauchy concerning IFM (𝜑, 𝜗). 

Proof. Let (𝑦𝑛) be 𝜆−statistical convergent to 𝑦0 
concerning IFM 

(𝜑, 𝜗), i.e. 

𝜑
𝜗
𝑆𝜆 − lim𝑛→∞ 𝑦𝑛 = 𝑦0. For given 𝑟 ∈ (0,1), choose 𝜀 ∈
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(0,1) such that 𝑇(1 − 𝑟, 1 − 𝑟) > 1 − 𝜀 and 𝑆(𝑟, 𝑟) < 𝜀. Then, for 𝑢 > 0, 

we have 

𝛿𝜆(𝐴(𝑟, 𝑢)) = 𝛿𝜆 ({𝑛 ∈ 𝐼𝑘 ∶ 𝜑 (𝑦𝑛, 𝑦0,
𝑢

2
) < 1 − 𝑟 and 𝜗 (𝑦𝑛, 𝑦0,

𝑢

2
) < 𝑟})

= 1. 

Let 𝑚 ∈ 𝐴(𝑟, 𝑢). Then 𝜑 (𝑦𝑚, 𝑦0,
𝑢

2
) > 1 − 𝑟 and 𝜗 (𝑦𝑚, 𝑦0,

𝑢

2
) > 𝑟. Hence, 

𝜑(𝑦𝑛, 𝑦𝑚, 𝑢) ≥ 𝑇 (𝜑 (𝑦𝑛, 𝑦0,
𝑢

2
) , 𝜑 (𝑦0, 𝑦𝑚,

𝑢

2
)) > 𝑇(1 − 𝑟, 1 − 𝑟) > 1 − 𝜀 

and  

𝜗(𝑦𝑛, 𝑦𝑚, 𝑢) ≤ 𝑆 (𝜗 (𝑦𝑛, 𝑦0,
𝑢

2
) , 𝜗 (𝑦0, 𝑦𝑚,

𝑢

2
)) < 𝑆(𝑟, 𝑟) < 𝜀. 

Therefore, 

𝑚 ∈ 𝐵(𝑟, 𝑢) = {𝑛 ∈ 𝐼𝑘 ∶ 𝜑(𝑦𝑛, 𝑦𝑚, 𝑢) > 1 − 𝑟 and 𝜗(𝑦𝑛, 𝑦𝑚, 𝑢) < 𝑟}. 

Consequently, (𝑦𝑛) is a 𝜆−statistically Cauchy sequence concerning IFM 

(𝜑, 𝜗).  

     3.Conclusion 

This paper deals with the concept of lambda statistical convergence in 

intuitionistic fuzzy metric space. In addition, it investigates the concept of 

lambda statistical Cauchy sequence and the basic properties of this concept. 

In further work, we also believe that lambda convergence for double 

sequences can be defined using the concepts in intuitionistic fuzzy metric 

space and results presented here, and its basic properties can be studied. 

 

 

 

 

 



Ahmet Özcan - Gökay Karabacak - Aykut Or | 41 

 

 

References 

[1] H. Fast, Sur la convergence statistique, Colloq. Math., 2 (1951) 241–

244. 

[2] H. Steinhaus, Sur la convergence ordinaire et la convergence 

asymptotique, Colloq. Math. 2 (1951) 73–74. 

[3] T. Salat, On statistically convergent sequences of real numbers, 

Mathematica Slovaca, 30, (1980) 139–150.  

[4] J. A. Fridy, On statistical convergence, Analysis, 5, (1985) 301 − 313. 

[5] A. Özcan, A. Or, Rough statistical convergence of double sequences in 

intuitionistic fuzzy normed spaces, Journal of New Results in Science, 

11 (3), (2022) 233–246 . DOI: 10.54187/jnrs.1198582 

[6] A. Ozcan, G. Karabacak, S. Bulut, A. Or, Statistical Convergence of 

Double Sequences in Intuitionistic Fuzzy Metric Spaces, Journal of 

New Theory (2023) in press. 

[7] G. Karabacak, A. Or, Rough Statistical Convergence for Generalized 

Difference Sequences, Electronic Journal of Mathematical Analysis and 

Applications, 11(1), (2023) 222–230. DOI: 

10.21608/ejmaa.2023.285269 

[8] M. Mursaleen, 𝜆-statistical convergence. Mathematica Slovaca, 50(1) 

(2000) 111-115. 

[9] L. A. Zadeh, Fuzzy sets, Inf. Control 8, (1965) 338–353. 

[10] B. Schweizer, A. Sklar, Statistical metric spaces, Pacific J. Math., 10, 

(1960) 314–334. 

[11] J. Kramosil, J. Michalek, Fuzzy metric and statistical metric spaces, 

Kybernetika, 11, (1975) 336–334. 

[12] O. Kaleva, S. Seikkala, On fuzzy metric spaces, Fuzzy Sets and 

Systems, 12, (1984) 215–229. 

[13] A. George, P. Veeramani, On some results in fuzzy metric spaces, 

Fuzzy Sets and Systems, 64, (1994) 395–399. 

[14] K. T. Atanasov, Intuitionistic Fuzzy Set, Fuzzy Sets and Systems, 20, 

(1986) 87–96 

[15] J. H. Park, Intuitionistic Fuzzy Metric Spaces, Chaos Solitions and 

Fractals, 22, (2004) 1039–1046. 

[16] B. P. Varol, Statistical Convergent Sequences in Intuitionistic Fuzzy 

Metric Spaces, Axioms, 11 (2022) 159.  


